CEbMA4
MEXOYHAPOIHAY KOH®EPEHLNY
MO KOMIMbIOTEPHOWM OBPABOTKE

TIOPKCKMX 943bIKOB
«TURKLANG 2023»

Tpyabl kKoHbepeHumu

KA3AHb
2023



VIK
BBK

OpraHu3aTopsl:
Kpbivmcknii dpenepanbublii yansepeuter umMenn B. U. Bepaaackoro
Hncemumym unocmparnuoi gpunonoeuu
KpbIMcKkHil HHKEHEPHO-TIeAArOrH4ecKnii yHHBepPCHTET
Dakynvmem ucmopuu, UCKYCCme U KPbIMCKOMAMapCcKo20 A3biKd
u aumepamypol
Axanemus Hayk PecnyOaukn Taraperan
Hayuno-uccredosamenvckuil ynugeepcumem «lIpuxnaonas cemuomuray
EBpasuiickuii HauuoHa1bHbIH yHUBepcuTeT nMenu JI. H. 'ymunépa
MunucrepcTBa odpa3soBanusi U Hayku Pecny0iukn Kazaxcran
HUU «VckyccmeHuviil unmesiexmy
CTamM0y/1bCKHH TeXHUYECKHIl YHHBEPCUTeT
Poccuiickas acconranusi HCKYCCTBEHHOI0 HHTE/LICKTA
EBpasuiickuii nHcTUTYT pa3sutus uM. Mcecmania I'acipusckoro
KpbivMckas pecniy0JHKaHCKas YHHBepcaJlbHas HaydHasi On0JimoTeKa
umenu U. 5. dpaunko

HayuHnble penakTopsl:
K. ¢puitoa. . Kydenunosa JI. I11.

BYJIET HOBBI1 TEKCT

Cenbmas MexayHapoaHasi KOH¢epeHIMS 0 KOMIIBIOTEP-
HOIi 00padoTke TIOpKCKUX A3bIKOB « TurkLang 2019», — Tpynbt
koH(epennmu. — Kazanb: M3narensctBo Akanemun Hayk Pecry-
omuku Tarapceran, 2019. — 352 c.

ISBN

C6opuuk copepxut Marepuaibl Cenpmoit MexayHapoaHOH KOHpepeHIMN
10 KOMIBIOTEPHOU 00paboTke TIopkekuX s13bIKOB « TurkLang-2019» (Cumdepo-
ok, KpeiM, Pocenst, 3—5 oxrsa6ps 2019 1)

Jlnst HayuHbBIX paOOTHHKOB, ITPEroaBaTelieii, aCMPaHTOB U CTYACHTOB, CIie-
[UATA3HPYIOMUXCS B 00JIACTH KOMIIBIOTEPHOH JIMHIBUCTUKHU U €€ IIPHIIOKEHHUIL.

VIK
BBK

ISBN © Axkanemus Hayk PT, 2019



Jluneeucmuueckue mexnonocuu 639

VIIK

METO/bI ONE-HOT KOJANPOBAHUSA 1 MEIIKA CJIOB ITPU
OBPABOTKE KOPITYCA TEKCTOB Y3BEKCKOI'O SI3bIKA

b. b. Dnos, IlI. M. Xampoesa, H. IlI. Mamsaxybosa,
Y. C. Hoozopos
Tawkenmckuil 20Cy0apcmeeHtblil yHugepcumem y30eKcKoeo s3vika
u aumepamypul umenu Anuwepa Hasou
Tawkenm, Y3bexucman
e-elov@navoiy-uni.uz, shaxlo.xamrayeva@navoiy-uni.uz,
nailya89mm@mail.ru, yodgorov(@navoiy-uni.uz

KoMmbioTeps! npetHa3HaYeHb! Ul 00padoTKN HH(MOPMAIIIHN B YHCIOBOIT (hop-
Me, HO JIaHHBIC HE BCEI/Ia NPECTaBIISIOTCS B YMCIOBOH opme. B naHHOI cTaThe
onuchkiBaeTcs 00paboTKa JaHHBIX B BUJE CUMBOJIOB, CJIOB U TEKCTa y30EKCKOTO
a3bika ¢ npuMeHenueM meroqoB ONE-HOT ENCODING u BAG-OF-WORDS.
Kak Alexa, Google Home 1 MHOTHE ApyrHe «yMHBIE» MOMOIIHUKN ITOHUMAIOT
1 pearupyroT Ha Hally pedb ceroaHs? B 3Toil craTbe mpeacTaBieHbl HOAXOIbI K
00paboTKe TEKCTOBOTO KOpIIyca Y30€KCKOro sI3bIKa C IMOMOIIBIO TAKUX METOIOB
00paboTku TekcTa, kak Bag-of-words (BOW), komupoBanue ONE-HOT B o6mna-
CTH UCKYCCTBEHHOT'O MHTEJIJIEKTA U 00pabOTKN €CTECTBEHHOTO SI3bIKA.

KuaroueBble ciioBa: Kopiyc y30eKCKOro s3bika, 00paboTKa TEKCTa, MEIIOK
cioB (BOW), ONE-HOT koaupoanue.

ONE-HOT ENCODING AND BAG-OF-WORDS METHODS IN
PROCESSING THE UZBEK LANGUAGE CORPUS TEXTS

Elov B. B., Hamroyeva Sh. M., Matyakubova N. Sh., Yodgorov U. S.
Tashkent State University of Uzbek Language
and Literature named after Alisher Navoi
Tashkent, Uzbekistan
e-elov@navoiy-uni.uz, shaxlo.xamrayeva@navoiy-uni.uz,
nailya89mm@mail.ru, yodgorov(@navoiy-uni.uz

Computers are designed to process information in digital or numerical form.
But data is not always in numerical form. This article describes how to process
data in the form of characters, words, and text, as well as the application of ONE-
HOT ENCODING and BAG-OF-WORDS methods to the Uzbek language, among
the methods of teaching a computer to process natural language. How do Alexa,
Google Home, and many other “smart” assistants understand and respond to our
speech today? This article presents the approaches of text processing of the Uzbek
language corpus through text processing methods such as Bag-of-words (BOW),
ONE-HOT encoding in the field of artificial intelligence called natural language
processing.
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Keywords: Uzbek language corpus, text processing, Bag-of-words (BOW),
ONE-HOT encoding.

Introduction. Natural language processing is a subfield of artifi-
cial intelligence that helps machines understand and process human
language. For most natural language processing (NLP) tasks, the most
basic step is to convert words into numbers to understand and decode
patterns in natural language. In NLP, this stage is called text represen-
tation [1, 2, 3].

The “raw” text in the language corpus is pre-processed and con-
verted into a suitable format for the machine learning model. Data
is processed through tokenization, de-wording, punctuation removal,
stemming, lemmatization, and a number of other primary processing
NLP tasks (Figure 1). In this process, existing ‘“noise” in the data is
cleaned [4, 5, 6]. This cleaned data is presented in various forms (tem-
plates) according to the input requirements of the NLP application and
machine learning model. Common terms used in text processing in
NLP are:

Corpus (Corpus, C): a collection of data or multiple textual data
together interpreted as a corpus.

Vocabulary (V): collection of all unique words in the corpus.

Document (D): A single text record of a dataset.

Word(Word, W): words in the dictionary.

o Neoise One-Hot
Splitting EERE Narmalizatien s

Y

g é Prep i) Tokmncati Token-1d q par || Count Vectors |
Mapping (+THidF) |

.

Wocabulary Word
[ Lookup ) . Embeddings
Tokens Ids:
L Feature ’

Hashing

Figure 1. Stages of initial processing of language corpus texts

Figure 1 shows the process of converting the corpus matrix to dif-
ferent input formats for the ML model. Starting from the left, a cor-
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pus goes through several steps before obtaining tokens, a set of text
building blocks, i.e. words, characters, etc. Since ML models are based
on numerical value processing only, the tokens in the sentence are
replaced by the corresponding numerical values. In the next step, they
are converted to the various input formats shown on the right. Each of
these formats has its pros and cons and should be chosen strategically
based on the specifics of a given NLP task.

Types of text processing

Although the process of text processing is iterative, it plays an im-
portant role for a machine learning model/algorithm. Text views can be
divided into two parts [7,8]:

1. Discrete text representations;

2. Distributed/Continuous text representations.

This article focuses on discrete text representations and introduces
text processing methods using the Python package Sklearn.

Discrete views of text

In the discrete representation of corpus texts, words in the corpus
are represented independently of each other. In this approach, words
are represented by indexes corresponding to their position in the vo-
cabulary of the corpus(s). Methods belonging to this category are listed
below [1,3,7]:

— One-Hot encoding;

— Bag-of-words (BOW);

— CountVectorizer;

— TF-IDF

— Ngram.

One-Hot encoding method

In the One-Hot encoding method, a vector consisting of 0 and 1 is
assigned to each word in the corpus [9]. In the coding of this method,
only one element of the vector is assigned - 1, and all other elements
- 0. This value represents the element category. The resulting digi-
tal vectors are called hot vectors in NLP, and a unique hot vector is
assigned to each word in the corpus. This action allows the machine
learning model to recognize each word individually by its vector. One-
Hot encoding method can be useful when there is a categorical feature
in the data set. For example: The vector values corresponding to the
sentence I like to read are expressed corresponding to each word in the
sentence as follows:
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Men — [1 0 0 0], o‘qishni — [0 1 0 0], yaxshi — [0 0 1 0], ko‘ra-
man — [0 0 0 1] or,

Men: 10 00
o'qishni: [0 1 0 0
yaxshi: |0 0 1 0
ko'raman:10 0 0 1

In this case, the sentence is expressed numerically as follows:
sentence = [ [1,0,0,0], [0,1,0,0], [0,0,1,0], [0,0,0,1] |

In One-Hot encoding, each bit represents a possible category, and if
a given variable does not belong to more than one category, one bit is
sufficient to represent it. By this method, the words “Men” and “men”
are matched with different vectors. By applying lowercase to all words
in word processing, it is possible to match the same vector to uppercase
and lowercase letters. In this method, the size of the one-dimensional
vector is equal to the size of the dictionary.

When a corpus is encoded using the One-Hot encoding method,
each word or token in the dictionary is converted into a digital vector.
So, sentences in the corpus, in turn, become a matrix of size (p, q). In
this,

€699

p” is the number of tokens in the sentence;
—“q” is the size of the dictionary.

The size of the digital vector corresponding to the word in the One-
Hot encoding method is directly proportional to the dictionary size
of the corpus. So, with the increase in the size of the case, the size of
the vector also increases. This method is not useful for large corpora,
which may contain up to 100,000 or more unique words. We imple-
ment the One-Hot encoding method using the Sklearn package:

from sklearn.preprocessing import OneHotEncoder

import itertools

# 4 ta namunaviy hujjat

docs = [‘Men NLP bilan ishlayman’, “NLP juda ajoyib texnologi-
ya’,

‘Tabiiy tilni qayta ishlash’, ‘Zamonaviy texnologiyalar bilan ish-
lash’]

# hujjatlarni tokenlarga ajratish

tokens_docs = [doc.split(*“ *“) for doc in docs]

# tokenlar ro‘yxatini umumlashtirish va so‘zni identifikatoriga mo-
slashtiradigan lug‘atni yaratish



Jluneeucmuueckue mexnonocuu 643

all tokens = itertools.chain.from_iterable(tokens_docs)

word to _id = {token: idx for idx, token in enumerate(set(all to-
kens))}

# tokenlar ro‘yxatini token-id ro‘yxatlariga aylantirish

token_ids = [[word_to_id[token] for token in tokens doc] for to-
kens_doc in tokens_docs]

# token-id ro‘yxatlarini umumlashtirish

vec = OneHotEncoder(categories="auto”)

X =vec.fit_transform(token_ids)

print(X toarray())

[[0.0.0.1.0.0.1.0.0.1.0.0.1.0.]
[0.0.1.0.0.0.0.1.1.0.0.0.0. 1]
[1.0.0.0.0.1.0.0.0.0.1.1.0.0.]
[0.1.0.0.1.0.0.0.0.1.0.1.0.0.]]

We show the advantages and disadvantages of this method in the

table below:
Advantages Disadvantages

if the number of categories is very large, a large
amount of memory is required

the vector representation of words is orthogonal,
Easy to understand and and the relationship between different words cannot
implement be determined

the meaning of the word in the sentence cannot be
determined

a large number of computations are required to
represent a high-dimensional sparse matrix

Bag-of-words method

In the bag-of-words method, words from the corpus are placed in
a “bag of words” and the frequency of each word is calculated. In this
method, word order or lexical information is not taken into account
to represent the text. In algorithms based on the BOW method, doc-
uments with similar words are returned as similar regardless of word
placement.

The BOW method converts a text fragment into vectors of fixed
length. Word frequency detection helps to compare documents. The
BOW method can be used in a variety of NLP applications, such as
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thematic modeling, document classification, and email spam detection.
Below is the BOW vector corresponding to 2 Uzbek sentences.

1-sentence 2-sentence
“Adirlar ham bahorda lola bilan “Lola ham shifokorlik kasbini
go zal, chunki lola — bahorning erka tanladi”.
guli”.

Adirlar |bahorda| lola [go‘zal|bahorning |erka| guli |shifokorlik | kasbini |tanladi

1-gap 1 1 2 1 1 1 1 0 0 0

2-gap| 0 0 1 0 0 0] o0 1 1 1

The article “Using bag of words algorithm in natural language
processing” written by B.Elov, N.Khudaiberganov and Z.Khusainova
presents methods of converting Uzbek texts into digital form using the
BoW algorithm [10].

Conclusion. Through Discrete Text Representation methods, each
word in the corpus is considered unique and converted into a numerical
form based on the various methods discussed above. The article pres-
ents several advantages and disadvantages of the different methods.
We summarize them as a whole. Methods that generate discrete nu-
merical values of text are easy to understand, implement, and interpret.
Discrete representations of text are widely used in classical machine
learning techniques and deep learning applications to solve NLP tasks
such as document similarity, sentiment classification, spam classifica-
tion, and topic modeling.
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